Introduction

There are multiple factors driving the constant flow of disinformation we see infiltrating our online news ecosystem every day.

One of these factors is the financial incentive for sites to spread disinformation. Disinformation sites generate a sizable revenue stream from online advertising on them.

In Europe alone, the *Global Disinformation Index (GDI)* estimates that *disinformation news sites take in more than US$76 million each year in revenues from online ads.*¹ Disinformation sites are rewarded by an online ad tech industry where the more sensational and outrageous news stories get our clicks – and our attention for ads. To combat disinformation, this revenue stream must be cut off from disinformation sites. We should have the right to say what we want, but not the right to make money off it – or the right to amplify it via online platforms. We have the right to free speech, but not profit and reach.
The countries of the European Union (EU) recognised this principle in the self-regulatory standards outlined in the *European Commission’s Code of Practice on Disinformation*. Adopted in 2018, it has since been signed by key platforms like Google and Facebook, and advertising associations like the World Federation of Advertisers. Under the Code, signatories voluntarily commit to “improve the scrutiny of advertisement placements to reduce revenues of the purveyors of disinformation”. This includes a commitment “to deploy policies and processes to disrupt advertising and monetization incentives” that spread disinformation.

Unfortunately, new research conducted by the GDI shows that progress on this commitment has fallen short. Our findings detail, through numbers and examples, how key signatories to the Code continue to provide ad services and ad revenues to known disinformation sites.

As the Code of Practice is being reviewed, now is the time for signatories to renew their commitments by demonstrating unambiguous actions that deliver on the promise to disrupt and demonetise disinformation sites in 2020 and beyond.

We also call on the European Commission to extend the Code of Practice and to set metrics to advance its implementation among signatories and ad tech companies operating in Europe. Such metrics should include the elimination of ad services and ad revenues to known disinformation sites.

### Evidence

Our research shows that the ad tech industry continues to give disinformation sites a funding lifeline through the ads they place on them. This is not a question of not knowing which sites are carrying disinformation. The GDI has found numerous adverts for well-known advertisers next to stories and on sites which the EU’s European External Action Service (EEAS) has flagged as disinformation through its site [www.euvsdinfo.eu](http://www.euvsdinfo.eu). All of these stories are in the public domain, as are the names of the sites that consistently carry them: RT.com and SputnikNews.com (and all of their different language channels). These sites form part of the broader list of 1,400 sites that have been analysed to produce our findings.

Take the example of a Made.com advert placed by Xandr (formerly AppNexus) on the Kremlin-run Sputnik news service and its Polish language site (see Screenshot 1). The ad is placed next to a story that claims the US was promoting a cult of Nazi collaborators throughout Eastern Europe – which the EEAS debunked.⁴
Our evidence base even includes an ad for Amnesty International, which Google Ad Services placed next to a story that claims the US is blaming Russia for the coronavirus (see Screenshot 2). The story and ad were published on the Spanish-language site of a known disinformation outlet called NewsFront, which is tracked by the EEAS.  

**Screenshot 1. Made.com ad provided by Xandr on www.sputniknews.com**

**Screenshot 2. Amnesty International ad provided by Google on www.news-front.info**
Despite the EU Code of Practice, ads continue to fund disinformation sites in Europe at an alarming rate. Platforms and associations that endorsed the Code have fallen short on the self-regulatory obligation to “disrupt advertising and monetization incentives” on disinformation sites.

Our numbers show the extent of the problem. One signatory to the Code, Google, serves over half of the sites in our sample and accounts for over 60 percent of the revenue paid to them.

Criteo, an ad tech company based in France, is next in line, serving 13 percent of the sites and paying them 17 percent of the overall revenues going to disinformation sites in Europe. We found that Criteo placed adverts and provided user-retargeting services on a range of sites in the sample, including noted disinformation sites in Czech Republic, Hungary and Slovakia⁶.

In addition to these companies, others that we found providing ad services to our sample sites include Amazon, Moneytizer, OpenX, Pubmatic, Revcontent, Rubicon Project, Taboola, Teads, The Trade Desk, Twitter and Xandr⁷ (see Figure 1).

Figure 2 presents the top five ad tech companies providing revenues to the known disinformation sites we assessed in Europe.

---

**Figure 1. Share of EU disinformation domains served and revenues paid, by ad tech company**
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These five companies account for 88 percent of all sites served and 97 percent of all the ad revenues paid to them. These numbers are estimates to gauge the problem of ad tech’s funding of disinformation in Europe. It serves as a baseline to publicly track the progress of all signatories to the EU Code of Practice in fulfilling their obligation to defund disinformation sites.

In addition to the monetary estimates, there is a paper trail of ad tech’s presence on these sites. This trail is visible in Europe as a result of data protection regulation and privacy provisions. Anyone in Europe can see the source of a programmatic advert and determine why they are seeing a specific ad (see Screenshot 3). These provisions have allowed the GDI to capture a visual footprint of the problem to go along with the overall numbers.
This research follows the methodology that we used to estimate the global ad revenues funding disinformation sites around the world for a GDI report released in September 2019. For this special focus on European sites, we studied a sample of approximately 1,400 news domains that are either based in Europe or target European readers. These domains were shared with us by partners and/or identified through trusted public lists of disinformation sites.

All sites that had been flagged as frequently carrying disinformation were included. The sites covered in this report come from Bulgaria, Czech Republic, France, Germany, Hungary, Italy, Slovakia and Spain. The report focused on European countries and members of the EU in order to better understand the current status of signatories in terms of their honouring the commitment to defund disinformation sites (as outlined in the standards of the EU the Code of Practice on Disinformation).

The sites in our sample were used to estimate the annual revenues being paid to these 1,400 sites and the ad tech companies providing them with ad services. Based on the share of Europe-based sites in GDI’s overall data set of disinformation sites, we then scaled the findings for our sample.

Brands are inadvertently caught up in this systemic failure. They often lack information on where their ad campaigns are being run and the disinformation risks of these sites. As a result, their brand safety is undermined. Moreover, their broader efforts to combat disinformation as online harm – such as through the Global Alliance for Responsible Media (GARM) – are compromised.

**Methodology**

This research follows the methodology that we used to estimate the global ad revenues funding disinformation sites around the world for a GDI report released in September 2019. For this special focus on European sites, we studied a sample of approximately 1,400 news domains that are either based in Europe or target European readers. These domains were shared with us by partners and/or identified through trusted public lists of disinformation sites.

All sites that had been flagged as frequently carrying disinformation were included. The sites covered in this report come from Bulgaria, Czech Republic, France, Germany, Hungary, Italy, Slovakia and Spain. The report focused on European countries and members of the EU in order to better understand the current status of signatories in terms of their honouring the commitment to defund disinformation sites (as outlined in the standards of the EU the Code of Practice on Disinformation).

The sites in our sample were used to estimate the annual revenues being paid to these 1,400 sites and the ad tech companies providing them with ad services. Based on the share of Europe-based sites in GDI’s overall data set of disinformation sites, we then scaled the findings for our sample.
Conclusion

Online disinformation is a problem that cannot be stopped without meaningful reform in the business of online advertising. Europe has set the standard, and it's time for ad tech and advertisers to follow through. Their collaboration with the European Commission to develop and sign the Code of Practice was an important and commendable first step.

However, malicious domains continue to pose as reliable sources of news and receive ad revenues for spreading disinformation. The ad-based funding of many of these sites threatens the integrity of democratic elections, the free press, and the public's faith in other essential institutions across Europe and beyond. This public policy failure will continue as long as advertisers extend an inadvertent multi-million dollar incentive to publish disinformation and spread online harm.

The GDI fully supports the principles outlined in the Code of Practice as a credible agent of change.

We encourage the European Commission and signatories to the Code to set ambitious metrics to disrupt and defund disinformation sites.

We invite both parties to partner with us to continue to scope and address the problem. The GDI offers our expertise and independence to fully meet their commitments under the Code of Practice. We believe that only real-time ratings of a site’s disinformation risk can help to untangle the current deadlock we see. We encourage ad tech companies and brands to join us in this effort.

Endnotes

1 We would like to thank the Atlantic Council, EEAS StratCom, EUDisinfoLab, KremlinWatch and StopFake.org for their guidance and collaboration on this study.

2 All figures in this report are estimates based on our reconstruction of revenue metrics available only to the advertising companies themselves. We were intentionally conservative in all assumptions upon which our calculations are based. The nature of ad services provided online means that different ad services compete to provide an ad when a specific user loads a page. The unique data footprint and geolocation of that specific user will determine which ads are provided and which services provide them.

3 This is done by its StratCom Task Force, which runs EUvsDisinfo: www.euvsdisinfo.eu. This website was set up in 2015 to track, flag and respond to the Russian Federation’s ongoing disinformation campaigns affecting the European Union, its Member States, and countries in their shared neighbourhood.


5 For the story that was debunked, please see: https://euvsdisinfo.eu/report/russia-falsely-accused-disinformation-campaign-coronavirus/.

6 The sites in Czech Republic and Slovakia were identified by https://www.konspiratori.sk/en/list-of-websites.php. The sites in Hungary were identified for this report by Central European University: https://cmds.ceu.edu/sites/cmcs.ceu.hu/files/attachment/basicpage/1676/businessofmisinformationhungary.pdf.
As part of this study we accounted only for online advertising generated on the standard open-web version of the domains. We did not account for monetisation generated from these articles via walled-gardens such as "Facebook Instant Articles" or AMP (Accelerated Mobile Page) articles served within Twitter. For this reason, these revenue estimates should be seen as highly conservative and representing the lower boundary of the problem.

In both figures, we show data for the five companies that generated the most revenue in our sample. Collectively, they account for approximately US$74 million.


This was estimated at an annual revenue of US$235 million for the 20,000 disinforming domains in our database. In this report, Google had the largest share of revenue and sites served, followed by Xandr (formerly AppNexus). See: https://disinformationindex.org/2019/09/the-quarter-billion-dollar-question-for-ad-tech/. As our database is currently at 70,000 sites, the GDI will release new figures for the global ad market in the coming months.

We have used the following public sites to flag additional disinformation sites: www.euvsdisinfo.eu (range of European countries), https://www.konspiratori.sk/ (Slovakia and Czech Republic), http://www.atlaskonspiraci.cz/Hlavn%C3%AD_strana (Slovakia and Czech Republic), https://www.europskehodnoty.cz/funovani-czeskych-dezinformacnych-webu/weby_list/ (Slovakia and Czech Republic), https://www.bytac.it/the-black-list/ (Italy), https://cmds.ceu.edu/business-misinformation (Hungary and Slovakia) and https://www.lemonde.fr/webservice/decodex_updates (France), and https://www.researchgate.net/publication/338740911_Desinformation_aufdecken_und_bekampfen_Interdiziplinare_Ansatze_gegen_Desinformationskampagnen_und_fur_Meinungspluralitat (Germany). The full list of sites assessed is not available publicly due to concerns over proprietary data provided by some third parties to GDI in confidence.

This sample also includes publishers identified by the European External Action Service as carrying disinformation, like RT and Sputnik, which target European audiences.

The multiplier reflects the share of Europe-based disinformation sites in GDI's overall data set of 70,000 disinformation sites: this equates to an estimated 14,000 sites.
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The Global Disinformation Index is a UK-based not-for-profit that operates on the three principles of neutrality, independence and transparency. Our vision is a world in which we can trust what we see in the media. Our mission is to restore trust in the media by providing real-time automated risk ratings of the world's media sites through a Global Disinformation Index (GDI). For more information, visit www.disinformationindex.org.